**Статьи для семинара**

**Темы**

* Тренировка сетей и сжатие сетей [1-5]
* Классификация изображений [6-18].
* Детектирование объектов [19-22].
* Сегментация изображений [23].
* Распознавание людей и их лиц [24, 25].
* Генеративно-состязательные сети (GAN) [26-28].
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